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The Games People Play 

PETER DESCIOLI 

R O B E R T K U R Z B A N 

In the preface of Evolution and the Theory of Games, Maynard Smith 
(1982) observed that "game theory is more readily applied to evolutionary 
biology than to the field of economic behavior for which it was originally 
designed" (p. vii). This is largely because an important underlying assump­
tion of game theory is that the agents it models are rational, making deci­
sions based exclusively on the costs and benefits of available options. By 
the time Maynard Smith published his book, the fact that humans fre­
quently departed from rationality in their decision making had been amply 
demonstrated, (e.g., Kahneman, Slovic, & Tversky, 1982), and research 
supporting this conclusion continues to accumulate. 

As Maynard Smith (1982) pointed out, this criticism does not apply 
to genes. Genes can be considered to be agents that embody strategies 
that over the course of evolution are tested against alternative strategies. 
By the process of natural selection, genes (strategies) that lead to the best 
(fitness) outcomes with respect to others spread in a population. In this 
way, superior strategies emerge by virtue of the decision rules they em­
ploy. The fact that natural selection is sensitive only to fitness outcomes 
makes genes rational agents par excellence. Strategies are "chosen" by nat-
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ural selection based solely on the reproductive outcomes of those strate-

gies. 

Some genes have been selected by virtue of their role in building 

cognitive mechanisms that compute responses to recurrent adaptive prob­

lems. When the adaptive problem involves strategic interaction, these 

mechanisms might function in a way that approximates game theoretic 

solutions. Crucially, this does not imply that these mechanisms will be 

well designed to solve game theoretic problems in the abstract, but only 

specific strategic problems. Thus, computational mechanisms designed 

for strategic interaction might or might not embody the principles of 

"rationality11 that underpin neoclassical economics; they simply execute 

the computations that increased the fitness of genes relative to alterna­

tives. 
This idea, the intermediate role of cognitive mechanisms, justifies the 

preceding Maynard Smith quotation; humans should not be expected to be 
"rational" in the traditional sense of the term. However, the strategies em­
bodied by human cognition can be informed by a consideration of the 
adaptive problems they were designed to solve. Considering these adaptive 
problems, especially interpersonal strategic interaction, can inform hypoth­
eses about the mechanisms underlying the solution to these problems. Ap­
plying classical rational choice theory directly to human behavior embodies 
the same mistake as applying fitness maximization (Symons, 1992): It 
misses the crucial mediating role of cognition. Cognitive mechanisms were 
subjected to the rigors of natural selection, and this analysis should be used 
in theory construction (Cosmides & Tooby, 1994). 

E X E C U T I N G O R A L T E R I N G E Q U I L I B R I U M STRATEGIES 

A recurrent game theoretic structure can broadly select for two kinds of ad­

aptations: (1) adaptations designed to execute equilibrium strategies, and 

(2) adaptations designed to alter the structure of the game to shift the equi­

librium. The latter idea is the same concept that underlies contract theory 

in economics. When parties have an incentive to defect on a mutually 

agreed upon arrangement, binding contracts can change incentives such 

that the contractually compliant move is more advantageous than defec­

tion, because of the penalties for noncompliance. Contracts change payoffs 

and, hence, change the game structure. 

The fact that adaptations can alter the game itself suggests that it is a 

mistake to examine games such as the prisoners dilemma (PD) in isolation 

ies. 
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from neighboring1 games. Trivers (1971) "solved" the PD by adding proba­
bilistic repetition; when the probability of continuation is great enough, the 
interaction takes on the form of a stag hunt game, that is, it has two equilib­
ria, one of which is mutual cooperation. Adaptations associated with recip­
rocal altruism, such as individual recognition and memory of interactions 
might have been favored by natural selection, because they changed PD it­
erations into stag hunt game interactions. Because adaptations can change 
the game structure of interactions, it is crucially important to understand 
the relations among different games. 

These considerations suggest that researchers interested in strategic in­
teraction should first identify the game that best models the adaptive prob­
lem of interest. Then, game theoretic analysis can be employed to formulate 
hypotheses regarding cognitive solutions to the problem. Furthermore, re­
searchers should carefully consider whether the "initial game conditions" 
can select for adaptations that act to change the game itself. 

T O W A R D A T A X O N O M Y OF GAMES 

An important step in using game theory more effectively in psychology is to 
develop a taxonomy of games suited to that purpose. A good taxonomy 
should help identify the game that best models a given adaptive problem, 
and should clarify relations among games. 

We start here by developing a basic taxonomy of the simplest type of 
strategic interaction: two organisms, each with two options. Previous tax­
onomies of 2 x 2 games have been developed (e.g., Rapoport, Guyer, & 
Gordon, 1976) but served a different, more exhaustive function. Even in 
the simplest of these, considering only ordinal payoffs (outcomes ranked 
1-4), there are 78 "basic" strategically distinct games. Although useful to 
game theorists, this is a cumbersome guide to psychologists looking for the 
right game to model an adaptive problem. 

Our approach requires a few basic concepts: dominance, equilibrium, 

and Pareto efficiency.2 Briefly, one option (strictly) dominates another when 

1 By "neighboring" games, we refer to "neighborhood" in the mathematical sense. For exam­
ple, a 2 x 2 game can be represented as an eight-element ordered set (the matrix payoffs), that 
is, an eight-tuple point, x, that belongs to the space R8. A neighborhood of x, Ne(x), is the set 
of points (games) inside an eight-ball, B8 , with center x and radius E > 0. 
2 For brevity, these concepts are simplified and applied only to 2 x 2 games. Regarding equilib­
rium, for this initial analysis, we ignore mixed strategy equilibria and consider only pure strat­
egy equilibria. 
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the payoff of that option is better than the alternative, regardless of the 
other player's decision. An equilibrium is the case in which neither player 
can obtain a better outcome by changing strategy, assuming that the other 
player does not change strategy. Finally, Pareto efficiency (with two players) 
refers to an outcome such that there is no other outcome that makes at least 
one player better off while simultaneously making the other player no 

worse off. 
Our analysis greatly reduces the number of simplest possible games. 

An ordinal 2 x 2 game can be reduced to a set of four strict preference rela­
tions (>) while retaining sufficient information to identify equilibria (see 
also Maynard Smith, 1982). One can think of this as ranking outcomes not 
only ordinally per se, but ordinally conditional on the action of the other 

player For example, in the Pure Dominance game in Figure 13.1, if Player 2 
chooses strategy A2, Player 1 prefers strategy Al to Bl; if Player 2 chooses 
strategy B2, Player 1 prefers Al to Bl. In symbols, for Player 1, Al > B1\A2, 

and Al > Bl\ B2. In this case, Player 1 has a dominant strategy, because Al 

> Bl for both possible actions of Player 2. In contrast, in the Coordination 
game, Player l's strategies exhibit no dominance. More generally, when 
preferences converge on a strategy, it is dominant, and when they differ de­
pending on the action of the other player, strategies exhibit no dominance. 

There are four possible configurations of two strict preference rela­
tions for each player, yielding 16 possible game matrices. Like Rapoport 
and colleagues (1976), we regard games with rows and/or columns and/or 

FIGURE 13.1. Four most basic games. Preference relations are represented as arrows 
pointing to more preferred outcome. Shaded outcomes are equilibria. 
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players interchanged as strategically equivalent. Thus, our analysis yields 
jour strategically distinct games (see Figure 13.1). 

A good taxonomy should distinguish among these four most basic 
games. Below we examine properties of each of these game types, including 
a partial set of subtypes, restricting discussion to those we believe to be the 
most relevant for evolutionary analysis. 

The first game is a Pure Dominance game. Both players have strictly 
dominant strategies, resulting in a unique equilibrium. Two types of games 
can be distinguished by examining the Pareto efficiency of the equilibrium. 
When the equilibrium is Pareto deficient, the game is the familiar prisoner's 
dilemma. The adaptive significance of the PD is that the inefficiency gener­
ates a selection pressure for adaptations designed to alter equilibrium play: 
Adaptations associated with taking advantage of repeated PD games, dis­
cussed earlier, are examples. When the equilibrium is Pareto optimal, play­
ers benefit one another as a byproduct of doing what is best for themselves, 
essentially byproduct mutualism. The adaptive significance of the byprod­
uct mutualism game is that it creates selection pressures favoring designs 
that are increasingly synergistic. 

The second game is an Iterated Dominance game. Player 1 has a 
strictly dominant strategy. Player 2 does not have a dominant strategy, but 
does have a best response to Player l's dominant strategy, yielding a unique 
equilibrium. Under these circumstances, the predictable behavior of Player 
1 acts as a selection pressure on Player 2, favoring a design that makes use 
of Player 1's stable behavior. When the equilibrium (A1, A2) is better for 
Player 1 than (Al, B2), this will lead to selection for adaptations in Player 2 
that complement Player l's design, a process akin to mutualism. In con­
trast, when the equilibrium is a worse outcome than (A1, B2), Player 2 is 
selected for a kind of parasitism of Player 1. 

The third game is a Coordination game. Neither player has a dominant 
strategy in this game, and there are two equilibria. Three subcategories of 
this game can be identified by comparing the equilibria. When the equilib­
ria are identical, the game is a Pure Matching game. This situation should 
lead to adaptations designed to coordinate on one or the other equilibrium, 
possibly through signaling, again leading to mutualism. An important 
application of this game is Gil-White's (2001) analysis of cultural norms as 
solutions to coordination games. 

When one equilibrium Pareto dominates the other, the game is a stag 
hunt (or assurance) game. This should similarly lead to adaptations designed 
to achieve the superior equilibrium, though organisms can get "stuck" in the 
inferior equilibrium due to path dependencies, design constraints, and so 
forth. When players have differing preferences with respect to the two equi-
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libria, the game is a battle of the sexes (chicken, hawk-dove) game, where the 
mix of strategies will depend on the payoffs at each equilibrium. 

The fourth game is a Cycle game. Neither player has a dominant strat­
egy in this game, and there is no equilibrium. Two types of this game can be 
identified by examining the Pareto ordering of the outcomes. First, a cycle 
game in which no outcome Pareto dominates any other outcome amounts 
to a game of pure opposition, as is often characteristic of predator-prey in­
teractions. This can lead to selection for adaptations designed to conceal 
likely future actions or randomize behavior (Miller, 1997). 

Second, if at least one outcome is Pareto dominant to one other out­
come, the game is an interesting mixed-motive game that can favor 
counterintuitive adaptations. Consider an organism that evolves to emit a 
costly signal that decreases its own payoffs to one strategy more than 
another. This can change the organism's preferences and, when communi­
cated to the other player, can lead to reciprocal adaptations that allow a 
Pareto superior outcome to be obtained (see Figure 13.2; Zahavi & Zahavi, 
1997). These weakness-is-strength adaptations are puzzling absent game 
theoretic analysis. 

C O N C L U S I O N 

Game theory provides a set of useful tools for thinking about adaptations 
designed to negotiate recurrent strategic problems. Here we have provided 

FIGURE 13.2. Prey signaling. Some predator-prey interactions exhibit Pareto ordering 
of outcomes, because both prefer no chase to a chase that results in escape, as in the Ini­
tial Game above. This Cycle game has a mixed strategy equilibrium at roughly [(.6 Vigi-
lant, .4 Eat), (.3 Ignore, .7 Chase)] with expected payoffs of (-2.1, -1.2). Suppose that a 
signal (e.g., calling to predators) has a small cost to Vigilant Prey (who will be likely to 
escape if detected), but is very costly to Eating Prey (who will be less likely to escape if 
detected). The signal induces an Iterated Dominance game with Pareto superior payoffs 
(-1, 0); thus, design for both signaling and reception would be favored by selection. 
Calling to predators is one of a number of counterintuitive examples of predator-prey 
communication described by Zahavi and Zahavi (1997). 
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a simple taxonomy of strategic situations in the hope that this proves useful 
for developing hypotheses about design features associated with various 
domains of social interaction. By identifying the appropriate game, and by 
specifying relations with neighboring games, generating predictions about 
the adaptations designed to play the game in question should be possible. 
In summary, we hope this analysis facilitates a crucial task: characterizing 
as clearly and closely as possible the games people play 
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Dynamical Evolutionary Psychology 
and Mathematical Modeling 

Quantifying the Implications 
of Qualitative Biases 

DOUGLAS T. KENRICK 

JILL M. SUNDIE 

Although the topic of mathematical modeling draws a blank stare 
from many evolutionary psychologists, most of us are actually big fans, 
once we think about it. Trivers's classic arguments about reciprocal altru­
ism, for example, or Haldane's kin selection quip about giving his life for 
two brothers or eight cousins, are simple models with which most of us are 
familiar. Mathematical modeling is merely a tool to extend logical reason­
ing, adding some numbers to increase precision. 

Consider the classic prisoner's dilemma in Figure 14.1. In the standard 
setup on the left, each thief must decide whether to cooperate with his part­
ner in crime (C), or defect on his partner by turning state's evidence (D). If 
B defects while A cooperates, B gets the best outcome (payoff of 7), and A 
the worst (payoff of 2). Though mutual cooperation yields the best group-
level outcome, traditional economic models predict that each person will 
defect in the one-shot game. 



 

 
 
Figure 1. Four Most Basic Games. Preference relations represented as arrows pointing 
to more preferred outcome. Shaded outcomes are equilibria.  
 
 
 

 
 
Figure 2. Prey Signaling. Some predator-prey interactions exhibit Pareto ordering of 
outcomes because both prefer no chase to a chase that results in escape, as in the Initial 
Game above. This Cycle game has a mixed strategy equilibrium at roughly [(.6 Vigilant, 
.4 Eat), (.3 Ignore, .7 Chase)] with expected payoffs of (-2.1, -1.2). Suppose that a signal 
(e.g., calling to predators) has a small cost to Vigilant Prey (who will be likely to escape 
if detected), but is very costly to Eating Prey (who will be less likely to escape if 
detected). The signal induces an Iterated Dominance game with Pareto superior payoffs (-
1, 0) and, thus, design for both signaling and reception would be favored by selection. 
Calling to predators is one of a number of counter-intuitive examples of predator-prey 
communication described by Zahavi and Zahavi (1997). 
 
 
 




